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Abstract

Big data technologies are increasingly able to automatically gather data, experiment with action strategies, observe results of such strategies, and learn from their effects. When privacy issues are framed as “control over information” it becomes apparent that some areas in the digital world might be heading to what I call Walden 3.0; communities of interest that are influenced and controlled by measurement and experimentation. Instead of bringing forward Orwell’s 1984 dystopia in the privacy domain as is typically done, I sketch how current developments might be better studied in the context of Skinner’s utopian novel Walden Two. I illustrate several issues through a running example from the domain of artificial intelligence, and by pointing to several areas where automated experimentation can arise. Finally, I raise questions on how to cope with and study the phenomenon of automated experimentation.

Privacy in the Age of Big Data

Given that our society is becoming more digital and more global every day, understanding how privacy issues will change because of these developments is an important matter. Lately the general public is becoming aware, fueled by recent stories about the spying agency, NSA, but also through developments on social networks such as Facebook, that huge amounts of data about every single person are gathered and stored. The NSA case is typical for the limited view most people still have on privacy: that it is about access to private data by unauthorized entities. Many such entities exist as global surveillance systems such as Trapwire, the Domain Awareness System (DAS), but also FaceBook, Twitter and Google. Still not much attention is drawn to the actual use of that information, inducing so-called data derivatives.
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(Amoore 2011), beyond simple policing or mapping the activities of suspect groups, although it should not be a surprise that the information is gathered for a reason. Quoting Warner and Stone (1970: 124) four decades ago: “Give the administrator in government or business the use of an integrated national population file, with leave to browse through these for selected abstracts of persons in certain income areas, with certain health patterns, education, hobbies, family circumstances—any parameters he wishes—and you provide him with a powerful tool for interference in private lives, to manipulate, to sell more, to condition, to coerce.” In this article we focus on automated algorithms that do just that.

The adagium of the infamous secret service agency Stasi in former East Germany was “to know everything.” Agents covertly gathered information about people, their habits and social circles, and put it in paper files. In contrast, nowadays, the average Facebook user assembles his personal file i) voluntarily and personally, ii) digitally, and iii) connects it to those of people in his social circles. Encouragement for doing so does not only come from companies’ so-called “free” services, but from social pressure. The more control people think they have about privacy, the more eager they are to disclose more information (Brandimarte et al. 2009). In addition, we are constantly tracked by companies and governments; think of smart energy meters, biometric information on passports, number plate tracking, medical record sharing, etc.

In recent years much has been written about the evolution of privacy (Tene 2011) in the era of big data (Bollier and Firestone 2010; Tene and Polonetsky 2012), the computational turn (Hildebrandt and Gutwirth 2008), and profiling (van Otterlo 2013); an era called by some the petabyte age. Advances in electronic surveillance, internet technology and search engines, as well as the rise of social networks, have changed the concept of privacy tremendously. Several recent books elaborate on that, introducing themes and concepts ranging from Googlization (Vaidhyanathan 2011), social networks (Andrews 2011), filter bubbles (Pariser 2011) to personalization (Turow 2011). It is not just the amount of data but also novel ways to analyze this data that change the playing field of any single individual in the information battle against big companies and governments. Data is becoming a key element for profit and control, and computers gain in authority. “Individuals are used to second-guessing decisions of bureaucrats and officers but they surprisingly accept without question decisions made by computers” (Zarsky 2012).

A key concept in the privacy literature is code: Google’s and Facebook’s services make heavy use of smart algorithms developed in artificial intelligence (AI). These learn to predict people’s characteristics and intentions, tailor search results to the individual user’s needs or make search results and recommendations more “social.” Previously (van Otterlo 2013), I described how ideas from automated learning form the algorithmic base of profiling. To understand code in the privacy context one needs to go to the level of prediction models, which typically are rich structures combined with statistics. Models are the right level to understand how code can induce (multiple) algorithmic identities (Cheney-Lippold 2011), how they are exploited and how new forms of automated experimentation are starting to influence our daily lives. Google’s biased search results can be mentioned as one example of the latter, but there are many more (van ’t Hof et al. 2012).

I consider privacy to be directly related to the influencing of an individual’s options and perception, or more generally to control. Privacy refers to the terms of control over information, not the nature of that information. Novels such as Orwell’s 1984 deal with in-your-face control and archetypical surveillance devices: Telescreens. Contemporary society’s control mechanisms work much more like other books in

---

6 See the motion picture, Das Leben Der Anderen, for an interesting interpretation (The Lives of Others, http://www.imdb.com/title/tt0405094/)
7 See the Wired issue: http://www.wired.com/science/discoveries/magazine/16-07/pb_intro
8 See the recent stream of news items and newspaper articles on this topic. An example is the text by Naomi Wolfe, “The new totalitarianism of surveillance technology” in The Guardian, 5th August, at http://www.guardian.co.uk/commentisfree/2012/aug/15/new-totalitarianism-surveillance-technology
the same genre (Claeys 2010): for example, Huxley’s *Brave New World*, concerning soft control using entertainment, sex and drugs, but also in terms of Zamyatin’s transparent, glass houses, in *We*. However, as I will argue in this paper, technological developments direct us towards a lesser known utopian novel, *Walden Two*, by Skinner (2005 [1948]) which describes a society built on Skinner’s ideas in behavioral engineering.

In this article I introduce the mechanisms that take us far beyond a privacy-as-access point of view towards a privacy-as-control point of view in four steps. Traditional privacy-as-access is about data and control of who gets to see that data, and forms the first step. One step further is about utilizing that data to infer additional knowledge: using statistical regularities to predict, with some confidence, various bits of information not contained in the data itself, for example whether someone is female or religious based on his or her Twitter posts. In order to do that, we first need to take a look at how data can be exploited by artificially intelligent algorithms to induce statistical, predictive models, which we will do in the next section. However, just predicting new knowledge is not why such predictive models are typically being generated. It is about the use of that new knowledge to exploit it for business and surveillance opportunities. In the subsequent section we introduce an extension of predictive models in which it becomes possible to reason about manipulations of a setting. In this third step the new knowledge obtained from the prediction models is exploited to, for example, optimize advertising decisions in order to influence potential customers and sell many products. The final step then is formed by automating and alternating the generation of prediction models and the manipulations based on those models. This fourth step provides the means to generate Walden 3.0 as I call it: communities of interest which can be controlled through various forms of predictive models and manipulations. The description of this step will be followed by several examples of so-called digital Skinnerboxes to illustrate our conceptual model.

Two main contributions are contained within this article. One consists of making explicit the four steps we have just outlined in terms of an algorithmic model from AI. Understanding profiling, control and experimentation at an algorithmic level is vital to understand the evolution of privacy in the digital age. Developing such algorithmic literacy may raise more interest in, and awareness of, privacy aspects that go beyond privacy-as-access. The second, most important contribution, is the introduction and development of the Walden 3.0 metaphor to understand how complex, interactive feedback loops of manipulation and behavioral engineering can arise in digital worlds where data and smart algorithms are becoming more and more powerful with each of the four steps we distinguish. Understanding these mechanisms is vital to appreciate the growing power imbalance between powerful and virtually omniscient companies and governments, and an individual.

**Profiling, Models and Artificial Intelligence**

Models (or profiles) are at the heart of profiling, i.e. the art of constructing predictive theories. This amounts to finding causal rules, invariant patterns and statistical regularities in data. Profiles induce categories, or sub-groups, to which people can belong (to a certain degree); for example, whether they are gay or a retirement planner. Recently Kosinski et al. (2013) report on the prediction of various personality traits from only Facebook “likes.” Schwartz et al. (2013) report on similar predictions, now

---

9 The ideas of Skinner have—just like those of Pavlov, Thorndike and Watson—laid a foundation for contemporary algorithms in AI and reinforcement learning (Wiering and van Otterlo 2012).
10 Note that the main argument of this article ideas are developed starting from recent technological developments. We are aware of a huge literature on “power” and “control” in political, legal and social science discourse. A discussion in that direction is beyond the scope of the current article, but cross connections with that literature should be investigated in the future. An interesting angle for this article can be Foucault’s (1979) work: “...power is that some men can more or less entirely determine other men’s conduct— but never exhaustively or coercively. A man who is chained up and beaten is subject to force being exerted over him. Not power. [...]”
11 See the research on the MIT reality mining dataset at http://reality.media.mit.edu.
12 These are a subclass of boomer, see advertising at AOL at http://advertising.aol.com/audiences/boomers.
exploiting language use. The very idea that algorithms (or, code) implement such categories and that they can be applied selectively to people, requires a good look at the resulting algorithmic identities (de Vries 2010, 2013; Cheney-Lippold 2011). Algorithms nowadays define how we are seen, by providing a digital lens, tailored by statistics and other biases.

In this section we will take a look at a small code fragment, just enough to illustrate some notions. However, the underlying ideas are similar to those in huge systems such as Google and Facebook.

**Machine Learning of Prediction Models**

*Artificial intelligence* (Nilsson 2010) is the science and engineering of making intelligent machines. *Machine learning* (Flach 2012) as a major subfield is about algorithms that make sense of data. It develops algorithms that can induce (or, learn) theories about a domain from data. For example, based on pictures of apples and pears, a machine learning algorithm learns how to classify (i.e. discriminate between) apples and pears, thereby generalizing this mapping such that previously unseen pictures can be classified too. An active subarea, related to profiling, is *activity recognition* (Yang 2009), often targeting video data, for example to detect suspicious behavior in CCTV data.

An important distinction in machine learning is between discriminative and generative models. Discriminative models can only distinguish between individuals. For example, one could construct a model that would classify any given painting into Mondrian and non-Mondrian. It could do this by looking at the painting’s colors. Alternatively, generative models learn the complete characteristics of the data itself, and are capable of generating specific examples (i.e. Mondrian-like paintings) from this model. This class is more complex, but also more suitable for profiling purposes. For Mondrian paintings, these models would represent aspects such as the average line thickness, the distribution of line lengths and so on. Such models can generate arbitrary predictions about the data. The most prominent class of models are probabilistic graphical models (PGM) (Koller and Friedman 2009), which include Bayesian networks.

Another distinction in machine learning concerns the *representation* of data models. Many algorithms see the data as consisting of attributes with their values. For example, a painting can be described as *colorful = yes* and *number-of-lines = 17*. A recent trend is to go beyond that and use relational representations (De Raedt, 2008) to allow for explicit connections between data elements, for example,

```
paintedBy(VictoryBoogieWoogie,Mondrian)
```

as in a relational database. Such representations are more natural, since most data is fundamentally networked; most particularly when modeling social networks.

**Models: Representational Parts**

Now, let us start with our example model, in the context of marketing in social networks, represented using the probabilistic relational language *DT-ProbLog* (Van den Broeck et al. 2010). First there are identifiers (denoted in lowercase, e.g. p1) of individuals in our data:

---

13 The potential exist for Facebook to even predict breakups between couples based on their activities on the social network. See: Now Facebook Can See Inside Your Heart, Too, by David Talbot, October 27th 2013, in MIT Technology Review http://www.technologyreview.com/view/520771/now-facebook-can-see-inside-your-heart-too/


14 See Andrzejewski et al. (2010) for some graphical examples.

15 See my previous work for examples of attribute-based models (van Otterlo 2013).

16 One can find the complete model at http://dtai.cs.kuleuven.be/problog/tutorial-dtproblog.html

17 To make the paper accessible to a variety of readers, we modified notation slightly.
In addition, we have information about who is connected in the network to whom (called a trust relation):

\[ (M2) \quad \text{trusts\_directed(martijn,p1).} \]
\[ \text{trusts\_directed(p2,p3).} \]
\[ \text{trusts\_directed(p1,p2).} \]
\[ ... \]

The data here only represents one-way relations for trust. However, using background knowledge we can define that this relation is symmetric:

\[ (M3) \quad \text{trusts}(X,Y) \text{ IF trusts\_directed}(X,Y) \text{ OR IF trusts\_directed}(Y,X) \]

Background knowledge goes beyond the data (i.e. beyond specific individuals) and represents generic knowledge: the variables X and Y can stand for any two individuals. A typical example are family relations that, for example, define the concepts parent or grandma (note that one definition uses another here, and generic variables are in uppercase, such as P1):

\[ (M4) \quad \text{parent}(P,C) \text{ IF mother}(P,C) \text{ OR father}(P,C) \]
\[ \text{grandma}(P1,P2) \text{ IF parent}(P1,P3) \text{ AND parent}(P3,P2) \text{ AND female}(P1) \]

Background knowledge also enables representing uncertain (i.e. probabilistic) information. Let us assume we are interested in whether people will buy some unnamed product. In the model we can represent the probability (0.3) that someone will be tempted to buy something if a friend has bought the same product using a rule:

\[ (M5) \quad 0.3 :: \text{buy\_trust}(Person,Friend). \]

This type of probabilistic knowledge is typically learned from data, by (nontrivial) counting in how many cases someone actually buys a product if one of his friends does. This way, statistical information of the data is contained in such rules, but one can also put information explicitly in the model (Thurman and Schifferes 2012); the same representation suffices though. In addition, we also specify the conditions for someone to buy the product:

\[ (M6) \quad \text{buys}(Person) \text{ IF trusts}(Person,Friend) \text{ AND buys}(Friend) \]
\[ \text{WITH PROBABILITY buy\_trust}(Person,Friend). \]

Thus, if some friend buys the product there is a 30 per cent chance (based on the previous rule) that a person will buy the product. Again, note that this is generic knowledge and (without additional rules) applies to all persons appearing in the domain. An interesting aspect is that buys represents one of many partial identities: it denotes people that will buy the product because a friend does so. Furthermore, membership of this group of people is probabilistic: there is only a 30 per cent probability that a random friend belongs to that group (unless we know for sure that this person has bought the product). The rules that define them employ the power of abstraction: each rule only mentions a few relevant aspects. Note
that “real” identities are not necessary; a generic identifier (e.g. p1) suffices. Identifiers can help in connecting data snippets that are about the same individual.

Summarizing, when we talk about models, we usually mean the generic parts (e.g. M6) that are not tied to specific individuals, i.e. rules denoting under which conditions (types of) individuals have particular properties. Factual information (e.g. M1, M2) about individuals belongs to the data itself.

Models: Algorithmics, Inference and Learning
Data and models are two separate things, although they can be represented similarly. Interaction between them is where algorithms come into play.

*Deductive* algorithms are about inferring information. From our example model, we can (by logical reasoning) infer that $\text{trusts}(p2,p1)$ using the generic rule for trust $\text{directed}$. Deduction can be used to infer novel knowledge about an individual, for example how likely it is someone will buy the product. Where deductive algorithms focus on logical consequences of a model, *abductive* inference looks for hypotheses and explanations. For example, one could observe that someone has bought the product, and finding out what could be—according to the model—the cause of that, is an abductive procedure. In our model, part of the explanation for observing that p1 has bought the product can be that he has a trust relation with p2 and p2 has bought the product. *Inductive* algorithms, which include data mining, are central to profiling and represent the means to get from data to models. Induction takes data and generates a model that best fits the data. Some algorithms tune the probabilities for a fixed set of rules based on data, where more general techniques can employ the data to generate the rules themselves. Whereas deduction and abduction are generally called inference techniques and deal with inferring aspects (of individuals), induction is referred to as learning and is targeted at generating or extending a model. In all algorithms probabilistic aspects are needed to deal with the inherent uncertainty in complex domains, but they do make models and computation more challenging. On the other hand, they provide ways to, for example, rank hypotheses based on likelihood or express levels of confidence.

The Many Faces of Bias
Machine learning is a form of statistical reasoning and therefore all known precautions stay in place (see also Whyte 2004; Reichmann 1961). Aspects such as representativeness of the data, proper data selection, highly improbable events, interpretation of correlations (Tversky and Kahneman 1981), incomplete data and so on, are to be approached with care. Each choice in dealing with data constitutes a bias which influences which predictions can be drawn from a model and with what confidence. Note that biases are not necessarily bad; in fact, without bias nothing can be learned because all models would seem equally good. Machine learning bias in the context of profiling has many more aspects (cf. Bozdag 2013; Crawford 2011; Flach 2012; van Otterlo 2013).

In our example model, the most imminent form of bias is *representational*: what to represent, and in which language. For profiling, the choice of which data to track of individuals, which generic relations to consider and how to induce generic patterns from data, bias the generation of models. However, also in the actual use of models, considerable bias is present: what to infer (i.e. induce partial algorithmic identities), from whom, when to do that, and, maybe also, why?

---

18 Connecting data to the same identifier will become even easier soon when face recognition is employed at a wide scale, both on social network and in camera surveillance systems.

19 For example, without bias, Google would not be able to function at all: no search engine can index the whole web, and not all hyperlinks are created equally (Vaidhyanathan 2011: 62-63).
Influences on Predictions: Personalization and Socialization

According to Thurman and Schifferes (2012: 11) “predicting accurately [...] at an individual level is a considerable technical challenge.” In AI it is known that very often observable (group) behavior may seem complex, but a prediction model for an individual behavior may very well be simple (Braitenberg 1984). This holds especially when these simple-minded individuals interact (Resnick 1994). The same may hold for other prediction models: it is very likely that simple correlations (as in our example) are enough for the purposes of the model’s maker (e.g. predicting whether someone will buy the product). Accurate predictions about an individual may be difficult indeed, but predicting on average in a large population is feasible.

In terms of such predictions, two seemingly opposite trends in profiling can be distinguished: personalization and socialization. The first uses more information about an individual when making predictions, the second uses more information about other people. Both represent a specific form of bias, but from a model’s point of view they are very similar. Personalization is using more (demographic, but also behavioral) information about a particular individual to tailor predictions to that individual. Examples are Google’s search results based on individual’s cookies or GMail contents, or the use of geographic location (Kim et al. 2011). Personalization happens more and more, and has received recognition through the filter bubble principle by Pariser (2011). On the other hand, socialized search and collaborative filtering (see also Bozdag 2013) is the use of data of other people to color information. Simple examples are Amazon’s book recommendations, movie suggestions at IMDB, and Google’s social search efforts. The “if you like this then you might like this too”, and the “often bought together” are pieces of information about the book or movie you are currently viewing, based on the models built using opinions and click (and buy) behavior of many other people (see also Alter 2012). Both personalized and socialized models exploit the statistical regularities of data of people just like you.

The Exploitation of Data and Models

Our third algorithmic step in this article (following data access, and the building of prediction models) is about the use of prediction models, for example to optimize financial profit. Acting upon models is less well studied so far (but see Turow 2011).

---

20 For example, a robot following a moving light source.
21 For example, modeling a realistic school of fish, or a flock of sheep, only three simple rules per individual are needed: i) don’t bump into others, ii) try to match your direction with others, and iii) stay close to the group.
22 Modeling and predicting behavior solely based on externally observable features resembles the behaviorism movement in psychology in the first half of the 20th century. “A much simpler solution [simpler than equating the mind with the brain] is to identify the mind with the [physical] person. Human thought is human behaviour. The history of human thought is what people have said and done” (Skinner 1976). Behaviorists felt that because it was absolutely impossible to look inside someone’s brain to find out why some behavior comes about, they argued that psychology should be only concerned with externally observable features of behavior. Stipulating higher-order motivations, reasons, goals, intentions and things like that are merely speculation about the reasons for certain behavior. Whereas humans could possibly talk about their motivations, and perform introspection on what was on their mind (as cognitive psychologists would do) is not the right way to do repeatable, falsifiable science, especially with animals which are not capable of verbal explanations or introspection. The success of search engines such as Google and many other applications in activity recognition show that much can be done by “just” correlation patterns. The behaviorist movement in psychology is mirrored in AI by movements such as behavior-based approaches and new AI, and also reinforcement learning (Wiering and van Otterlo 2012). These directions often place a particular emphasis on not representing, or reasoning about, intentions, goals, motivations, or inner states, but instead focus on how predictions and behaviors directly follow from observable behavior data. This is unlike other trends in AI where the goal is—in contrary—to model cognitive belief states explicitly. It is good to keep in mind that many of the current techniques in data science which we describe here can in principle be applied in both contexts, although we lean slightly towards the behaviorist approaches here. For more historical developments in artificial intelligence see the excellent book by Nilsson (2010).
23 See https://www.google.com/experimental/gmailfieldtrial
The Use of Data and Models
Models and profiles are potentially influential when they are invoked. Much has been written about possible dangers for privacy when it comes to inferring new knowledge from profiles. As Anrig et al. (2008) put it: “Profiles discovered by these techniques may not be anticipated, desired or politically correct but modern algorithms do not (yet) have the power to care.” Imagine a social network containing many individuals who have bought the product. Now, the chance that I am not influenced by any one of them (according to the model) becomes smaller as the number of people in my network increases. Due to this phenomenon, I could be placed in the very-tempted-to-buy category, without me knowing that, and maybe treated differently based on this categorization. I seem to have no control over how I am perceived (i.e. what my algorithmic identity is according to a particular model) since I do not know that there is such a model, what it looks like, or when it is invoked (i.e. I am being treated differently). The influence an individual has about how and when profiles are being used is very limited. The same holds for control over your own data. Since models are built from data of many individuals, and your data is as good as your neighbors’, often very few data items about you are needed to infer new knowledge. This renders many endeavors directed at protection, anonymization and even revocation of data relatively useless. All relevant (statistical) knowledge about individuals is already included in the models. One could say that the persons behind the data are forgotten through the model.

The Value of Inference in Models
Models enable attaching a probability to certain attributes, facts or complete situations. A first step to modifying this probability distribution to our advantage is by explicitly modeling certain factors we can influence. In our example, we assume that we can send an individual targeted marketing in order to influence that person’s likelihood of buying the product. Let us assume that we learn from observed data that targeted marketing induces a 20 per cent chance that a person buys the product, inducing the additional rule:

\[(M7) \quad 0.2 :: \text{buy\_marketing(Person)}.
\]

Now, this creates additional possibilities to express (in the model) when somebody will buy the product. In this case that is the following rule saying that a person will buy the product (with probability 0.2) if he gets a targeted advertisement.

\[(M8) \quad \text{buys(Person) IF marketed(Person) WITH PROBABILITY buy\_marketing(Person)}.
\]

Together with our original model now two factors may influence someone’s buying behavior, and we assume one of them is under our control:

\[(M9) \quad \text{IF person(Person) THEN marketed(Person) IS yes OR no}.
\]

This rule denotes whether we send advertisements to whoever is filled in for the variable Person. Note that this single rule represents a possibly huge number of decisions; one for each individual. Now, having in place the means to express statistical information and a way to influence the behavior of the population through decisions, we need additional elements to express aspects of “good” and “bad” decisions through a reward function\(^{24}\) (or, cost function). It specifies for any particular state of the world how much (parts of) that state is “worth.” In our example model, it is natural to specify that every time a person buys our product, we earn money, i.e. reward in this model is directly related to monetary value. On the other hand, targeted advertisements will cost money, and are represented by a negative reward.

\(^{24}\) See for a more elaborate discussion (van Otterlo 2009).
Here it is natural to express costs and rewards in terms of money. However, in any domain some kind of costs may be specified. For example, in security applications, the occurrence of a bomb explosion is reflected as a huge negative cost (if it would occur), and the strip search of an innocent civilian should (at least) count as some negative cost. In this way, the trade-off between security and inconveniences is explicitly stated in the model. In yet another domain one could trade-off the number of votes against the amount of flyers printed in an election scenario. In this way, data about individuals can be monetized.\(^{25}\)

Note that rewards and costs here are at the level of the **global** model. I need to stress here that rewards at the (local) level of individuals are only implicitly in the model in the form of incentives coming from the actions. For example, supermarket discounts (an action, but also a cost) could persuade (local reward) an individual, who then possibly buys the product (a global reward). Extending\(^{26}\) models to explicitly deal with individual rewards is possible but outside the scope of this article.

### Global Optimization: local consequences

Our new model explicitly represents negative and positive effects (rewards). However, because of the probabilistic aspects of the model, one can never say that a certain situation—in our case which specific people buy the product—will happen. What we can quantify is what the probability is with which a certain situation can happen, and in addition, what would be the costs and profits for that situation. Thus we need to talk about expected\(^ {27}\) rewards: utility. It is defined in terms of i) the total profits of a given situation minus the total costs of that situation, multiplied by ii) the probability that this situation might occur. Taking the sum of all possible situations—no matter how unlikely—will produce the expected value, or the utility. In our example domain, we can compute the expected value of a policy, i.e. a strategy for marketing a subset of the population. Let us assume that our strategy is:

\[
\text{(M11)} \quad [\text{marketed(martijn)}, \text{marketed(p4)}, \text{marketed(p27)}, \ldots]
\]

The decisions, i.e. who gets a targeted advertisement, cause one of many possible situations to occur. For each of them, we can compute the probability. For example, in some of them the person p4 will influence some other person, say p13, with probability 0.3 and in other situations he will not. Overall, the strategy's expected utility expresses the outcome of the trade-off between costs for targeted advertisements and the expected amount of products sold.

Finding the globally optimal strategy, i.e. that strategy with the highest expected utility, is far from trivial given the many possible strategies. In essence it is abduction: find a possible cause (i.e. a marketing strategy) for a situation in which much profit can be expected. There are many types of bias at work: the best strategy is dependent on the population in the social network, the structure of that network, and all (probabilistic) rules in the model. In fact, we should emphasize that the most important bias in this type of systems is the reward function\(^ {28}\) (see also van Otterlo 2009; Wiering and van Otterlo 2012). By valuating things differently one gets different solutions of what to do.

---

\(^{25}\) Recent work by Speikerman on “privacy as property” shows how people are forced to value their privacy exactly ([http://www.wu.ac.at/ec/faculty/spiek_pres_propertytielburg2012](http://www.wu.ac.at/ec/faculty/spiek_pres_propertytielburg2012)). If we extend the utopian literature connection in this paper even further we might end up in Ayn Rand’s novels where literally all aspects of life are monetized.

\(^{26}\) For example, the field of multi-agent reinforcement learning studies both the global learning behavior as well as individual learning performance of rational agents in a group (see more on this in chapters 14 and 15 of Wiering and van Otterlo 2012).

\(^{27}\) The expected number of eyes on a die is \((1+2+3+4+5+6)/6 = 3.5\) but you will never actually throw this number.

\(^{28}\) This is equally important in computational reinforcement learning. For example, to teach a robot how to escape from a maze, we give it a small negative reward for every step and a big reward if it gets out. These incentives nudge the robot into learning to go to the exit as quickly as possible.
From a privacy-as-control point of view an issue arises with the globality of models and the locality of an individual. The fact that models are optimized at a global scale may very well make the consequences for an individual incomprehensible, meaningless, or even disruptive. In our example, the globally optimal strategy is a selection of people who get marketed. Now, depending on the social network relations, it might be optimal to target person p47 too because in the complicated probabilistic interactions that follow from applying the optimal strategy the most (expected) profit will be made. However, from that individual’s point of view, it might not make much sense since this person might not have the intention at all to buy the product or to influence his friends in doing so. Whereas advertisements might be ignored, the very fact that decisions are made at a global scale that have consequences for what individuals observe or can do at a local scale is another example of the power imbalance of knowledge and privacy.

Towards Walden 3.0—Automated Profiling and Experimentation

The tools described in the previous sections provide the building blocks for powerful surveillance machines. The first tool is model generation, which takes observed data about a population and builds a general model (such as in M5-M8). The second tool is model use, which takes a model (and an accompanying reward function as in M10) and computes the optimal way to exploit the information in the model to act (i.e. M9 and M11) upon individuals, for example by targeting them with advertisements or by re-ranking their search results. Now, conceptually it is good to separate these tools, but in practice there is a constant dynamic of new data coming in, revised models being built, reward functions being adjusted, and actions being performed based on the new models. One could say that model generation takes data and delivers a model, whereas model use takes a model and causes new data to arise. The resulting profiling loop can be applied to any domain where data is digital and ubiquitous. Interestingly, this feedback loop can be driven using human intervention, but can also function in an automated fashion driven purely by algorithms. Google and Facebook can do this with populations larger than most countries, and they typically do (Olsthoorn 2012). This experimentation loop represents our fourth and final algorithmic step in this article.

It is here where Skinner’s Walden Two fits better than the traditional Big Brother. Walden Two depicts a small society in which principles of behaviorism are applied, and where the population is conditioned by manipulating how individuals get rewarded (or, to a lesser extent, punished). Good behavior and happy citizens are obtained not by force, but by manipulation. Automated, real-time profiling can form the basis of a very ambient, very covert form of control using lots of data and smart algorithms. Quoting Skinner (2005 [1948]: 192–193):

> No, the potency of behavioral engineering can scarcely be overestimated. It makes one wonder why the techniques haven’t been put to better use long before this. We could teach our children to be satisfied with a very limited and rigorous existence, to despise other forms of society, and to turn from the pleasures of the flesh. We might make such a society last for many years.

Various forms of this behavioral engineering can be implemented in a digital world. For example, Google conditions us to accept and believe that a search results list does in fact deliver what we want, and Facebook users are nudged into filling their timeline, even about the period before they actually had an account. Global actions provide the local incentives individuals use to change their behavior. It all depends on how the reward function of the model is set up and how individuals react to changes in their personal information environments. Again quoting Skinner: “We aren’t satisfied to produce merely a happy people. Our technology is powerful enough to make men happy under many conditions of life.” Walden Two was published a long time before any realistic form of digital surveillance was possible.

---

29 See Greengard (2012) who covers the typical case of pregnancy prediction based on purchases.
Based on the technology available, the emergence of a “Walden 3.0” with control using positive reinforcements and behavioral engineering seems a natural development.

**Automated Learning and Manipulation: Experimentation**

Once model generation and model use are in place, all is set for automated *experiments* with profiled subjects. For example, a webshop may vary its prices to see how much each (type of) individual is willing to pay for certain products. A politician’s campaign machine may experiment with various interaction methods (advertisements, personal approach, etc.) to see what works best in order to get the most votes. A web search engine may experiment with the returned search results, and their order, to ensure many users will follow sponsored links.

The general structure for automated experimentation is the following. Based on the behavior of individuals in some population, profiling models are generated. Then, combining these models with a reward function on which behaviors of individuals are desired (e.g. profitable) a globally optimized strategy, i.e. the one with the highest utility, can be computed according to which the individuals can be targeted, manipulated or influenced, for example through sales offers or by providing specialized information. This strategy will then trigger changes in the behaviors of individuals, which can be tracked and measured using the same methods as before. The crucial point here is that because so much of individuals’ behavior is uncertain (i.e. probabilistic) optimized strategies will have to be evaluated using an *expected* profit. But because there are many individuals in most systems, it pays to *experiment* with strategies to see which one works best. This might cost more than it delivers in the short run, but may give rise to much better strategies in the long run. In terms of computational learning theories (derived from human and animal learning studies) this amounts to the *explore-exploit tradeoff* (Wiering and van Otterlo 2012: Chapter 1): one needs to *exploit* profitable knowledge, but one needs to *explore* to find potentially better strategies.

Even though many services on the internet can be studied in terms of automated profiling (or adaptive hypermedia systems, cf. Steichen et al. 2012), most are too large to study and inaccessible due to models and algorithms which are kept secret.30 One fully automated system that is still compact enough to understand fully is the *robot scientist* (King et al. 2004, 2009). It uses a language similar to our running example (Van den Broeck et al. 2010), and it automatically performs scientific experiments concerning the growth of yeast. The system has a current model, does abduction to come up with interesting experiments, and can perform actual experiments on yeast samples. Based on observed behavior the system can learn additional rules in the model and continue with new experiments, incorporating the costs of experiments (i.e. a reward function). A mental step from yeast experimentation to data-driven social science is not too hard to make.

Another insightful example of a general form of experimentation comes from *Google’s A/B testing* facility (Christian 2012) in Google Analytics.31 It enables the testing32 of possibly hundreds of different versions of a webpage on a huge audience to see how each triggers different reactions of individuals. For example, a store could experiment with which color website they sell the most products, and learn from customer’s reactions, aided by profiles built from their purchases and click behavior. People are usually unaware of their participation in such ambient internet Skinnerboxes.33

---

30 Interestingly, the Dutch election system has gone back to the red pencil just because the algorithmics of voting machines was not transparent [http://wijvertrouwenstemcomputersniet.nl](http://wijvertrouwenstemcomputersniet.nl)
31 See [http://www.google.com/websiteoptimizer/tutorials.html](http://www.google.com/websiteoptimizer/tutorials.html)
32 See also the website morphing technique described by Hauser et al. (2009) in which websites are adapted to the (inferred) cognitive style of the user, in real time.
33 Skinner was famous for his experiments in a so-called Skinnerbox, a form of puzzle box in which animals were taught some specific skill, see [http://en.wikipedia.org/wiki/Operant_conditioning_chamber](http://en.wikipedia.org/wiki/Operant_conditioning_chamber)
Recent advances in experimentation come from probabilistic programming languages (Poole 2010). Unlike traditional programming languages, these support learning and probabilistic inference as built-in capabilities. For example, one could write down parts of a model and action strategy in a program (e.g. our running example) and probabilities (and rewards) are estimated automatically from data. A programmer can write down a partial program after which automatically missing parts are filled in using data. Interestingly they could even learn from trial-and-error; i.e. the program could experiment with some strategies and based on the feedback it gets of “how well” things are going according to the reward function definition, it may alter its behavior. Computationally this kind of learning is known as reinforcement learning (van Otterlo 2009; Wiering and van Otterlo 2012). Ideas in this area came from, among others, Skinner himself, and are now used for many intelligent learning tasks, for example a robot making pancakes (Lockerd-Thomaz and Breazeal 2008).

**Skinnerboxes: Domains for Automated Manipulation**

In this section we briefly point to several domains where profiling and experimentation happen.

**Viral marketing, Advertisements and Shopping**

Our running example deals with viral marketing. Goldfarb and Tucker (2011) argue that targeting is very effective: “...our estimates suggest that one could reasonably expect a large drop in advertising effectiveness for consumers who choose to opt out of targeting.” From a modeler’s point of view, the goal (and reward function) is clear, lots of data comes in from buying behavior, and models can be tested quite objectively. For example, Fong (2012) reports on how targeted marketing can influence search activity and willingness to try alternative products. Amazon and other webstores are probably the most visible occasions where we really notice that our data is being used, through recommendations and advertisements. The same goes for loyalty card systems in, for example, supermarkets. One could say that data has become so important that it has changed our view on consumer behavior tremendously. (Zwick and Knott 2009: 240): “We argue that the constant and compounding growth in the volume of data coupled with the rising analytical powers of computers has endowed the customer database with an immediate strategic importance in a company’s economic value creation process.” Interestingly, Palmás (2011) talks about the same kind of issues we discussed earlier when it comes to global optimization and local consequences of models:

> [t]his allows companies to control markets in new ways: instead of being generous to loyal customers, they can shift their attention to the potentially disloyal customers. Data mining not only enables them to single out customers who are statistically profitable, it helps them calculate the exact minimum level of getting consumers to stay loyal.

Finding the global optimal policy in our running example exactly amounts to that: global actions (M9) can provide local incentives (i.e. local rewards) that may, in turn, generate global rewards if someone buys products (M10). Actions cost money, for example because they lower prices for a group of people, or they involve costly marketing (M10). The prediction model (M5-M8) provides the means to predict whether someone is likely to buy something, under which circumstances. Experimentation in shopping domains is a natural step and already happening.\(^{34}\) Supermarkets know\(^{35}\) their (individual) customers very well and know which local incentives have a high chance of nudging someone into buying. However, nothing is sure: what they can do is do controlled experiments in which they perform some actions (e.g. lower prices), estimate updated models on the behavior of people, and see which actions generated the most profit. Prediction models such as M8 might need to be refined: maybe a subclass of these persons shows a

---

\(^{34}\) Since Albert Heijn knows so much about their customers and is able to maximize profits using that knowledge, obviously complaints have risen about discounts not being discounts at all, see (in Dutch) [http://www.distrifood.nl/Formules/Algemeen/2013/10/AH-houdt-34-miljoen-keer-bonusvoordeel-in-eigen-zak-1394224W/](http://www.distrifood.nl/Formules/Algemeen/2013/10/AH-houdt-34-miljoen-keer-bonusvoordeel-in-eigen-zak-1394224W/)

higher likelihood to buy products if offers are being made around pay day. Such analyses may also provide insights into how to balance the rewards-costs trade-offs (such as in M10) if much more complex models, with various components, need to be exploited.

Search Engines
As Vaidhyanathan (2011: 84) says: “Google is a system of almost universal surveillance, yet it operates so quietly that at times it’s hard to discern.” Search engines, in particular Google, are becoming powerful profiling machines. They typically implement all profiling techniques discussed in this article. Some are visible, such as Google’s search query completion, whereas others are much more hidden, such as the influence of Gmail or Google+ circles on search results. An important aspect of search engines is that they function as gatekeepers (Introna and Nissenbaum 2000; Granka 2010) and can influence and color the information individuals get about the world. Goldman (2011), Mager (2012) and Bozdag (2013) describe the many forms of bias in search engines. Mager explicitly sees dominant capitalist values becoming embedded in the search results. Goldman (2011) addresses the issue of portalization: where Google previously wanted to refer users to third-party websites, it increasingly wants to do more, such as giving aggregated information, or it wants to provide more, such as mail, videos, images etc. The more it can assume a portal function, the more data it has for building prediction models. Furthermore, “Google is moving from simple data retrieval to a system that understands how we think and what we want—before we even know we want it” (Vanderbilt 2013); a clear hint towards automated bias generation and manipulation. The mentioned A/B testing facility is a role model of the experimentation described in this article. Global actions can be anything dealing with the generation of (the layout of) a webpage, where the connection with local incentives may come from the field of design e.g. which colors and fonts do people prefer. The cost and reward model come from revenue models; most search engines thrive on click behavior (local actions and a predictive model of it like M8). It is interesting to realize that every website we visit may be an experiment, explicitly designed for us (or people like us).

Surveillance on the Workfloor
A company can be seen as a small-sized society, and increasingly workers are being monitored through the use of surveillance cameras, tracking devices (in logistics), or e-mail. Recently, Microsoft applied for a patent about what some call “human resource software from hell.” The basic idea (from the first paragraph of the patent text) is to create “[a] method to be executed at least in part in a computing device for monitoring, analyzing, and influencing organizational behaviour.” The main goal of the system is “...providing analysis results such that desired behaviors are encouraged and undesired behaviors are discouraged.” How much more “Walden” can it get? Companies lend themselves very well for profiling systems because more control can be obtained in a limited setting where individuals are more dependent on the profiler and consequences of “bad” behavior can be more severe. Predictive models (M8) can be built on the basis of (e-mail) communication, working hours, work done (when working in the company cloud), and much more. The global cost model (M10) and actions (M9) are to be decided by what the company wants them to be. The patent is not very specific about it, but no doubt disciplinary

---

36 Recently, Google has started censoring so-called torrent links in its search results. This is being done under pressure concerning copyright infringements, but this may affect the visibility of other, legitimate content, thereby limiting access to information. See http://www.zdnet.com.au/google-takes-small-step-against-online-piracy-7000002490/
37 The author was interviewed by Jolein de Rooij about this patent. This interview was published in Intermediair-PW, January 2012 (http://www.intermediairpw.nl).
38 http://www.theregister.co.uk/2011/11/18/microsoft_patent_employee_monitoring/
39 The Dutch city of Eindhoven is starting a project to monitor and manipulate a popular recreation area in the city center, but here too the goals to be reached are relatively unclear or unspecified. See the “Living Lab” project (in Dutch), http://www.bd.nl/regio/brabant/ehindoens-stratsuund-wordt-proeftuin-1.4061962. Similar projects exist, for example in the UK. It is possible to use trash cans to track people's phones to get an accurate measure of what is happening in an area. See: No, this isn't a scene from Minority Report. This trash can is stalking you, By Dan Goodin, Ars Technica, 9th August 2013, http://arstechnica.com/security/2013/08/no-this-isn-t-a-scene-from-minority-report-this-trash-can-is-stalking-you/
measurements are among them. Experimentation could be done by enforcing several policies, for several
time periods, and testing which resulting personnel behavior fits the company’s expectations.

Reading, News, Education and others
The way in which news and information about the world in a digital world can be biased by personal
preferences or by social structures is unprecedented. Messing and Westwood (2012) describe how social
media change what we read and why. Thurman and Schifferes (2012) discusses the increased
personalization of news and relates it to Pariser’s filter bubble. The rise of social digital reading practices
is a recent phenomenon (Richards 2013; Alter 2012). Overall, the consequences of automated profiling on
what people read about the world could have tremendous consequences for society. Another area that
employs profiling machines is elections, where global reward functions optimize vote counts. The
influence (i.e. providing local incentives) of data, polls, social networks and search engines could be
significant (Conti 2008; Rustin-Paschal 2011). Evans (2012: 884-885) says that political data-mining can
be done nowadays with relatively little effort and cost; a data-miner can compile a useful voter database
from just publicly available data. A much more recent domain where large-scale experimentation is to be
expected concerns the massive open online courses (MOOC) that are now being developed by many
universities (Carr 2012). Profiling of students, through measuring of their performance and effort in these
course, and their use of the system, induces profitable data with which companies who start offering such
systems will create value of. Moving to the physical world, it is expected that robots and drones will have
a huge impact on data collection, privacy and control in the near future (Sharkey 2008). These are just
some additional examples next to the game industry, the entertainment industry, cloud computing, and
many more.

Discussion, Conclusions and Outlook

We have seen four steps of increasingly more intelligent algorithms influencing how we are being treated,
categorized and manipulated in digital domains. Our final model brought us to Walden 3.0, in which
automated experimentation can be performed based on an underlying global business model that can be
very different from an individual’s local view. The interplay between data and models, and between
representation, bias and algorithms, are central to the rise of prediction machines founded on the
algorithmic basis of machine learning. What happens at the local, individual level in terms of
manipulation is incomprehensible without access to how at a global level information is exploited, and
according to which reward function. Now the question is how good or bad it is that experimentation and
manipulation happen in the digital world. In other words, is Walden 3.0 utopian or dystopian, or both?
After all, there are huge benefits of personalization, social search and global optimization of search
engines. Quoting Vaidhyanathan: “Google never promised to be comfortable and benign: it just promised
not to be evil, whatever that means” (2011: 75). In our view of privacy as control over information a
growing power imbalance exists between an individual and prediction machines. The fact that your
individual life is determined by how algorithms categorize you and how they act upon that makes you
want to know (at least) when that happens, how that happens, and why.

Previous works have discussed technical solutions against privacy loss such as privacy-preserving
techniques, privacy-by-design, or various forms of obfuscation (Brunton and Nissenbaum 2011). Whereas
that may sometimes work, they all are vulnerable and do not solve all problems, since data can
increasingly be linked. For example, anonymous data from smart energy meters might get de-
anonymized for people with public agendas (e.g. scientists). Other examples include the de-anonymization

40 The 2013 BBC documentary The secret life of the cat ends with a discussion on how domestification has changed the behavior
of cats in our society. The project tracks a small, localized society of roughly 50 cats in their daily routine using cameras, GPS,
41 See this white paper on some other options for privacy and smart meters by George Danezis http://research.microsoft.com/en-
us/projects/privacy_in_metering/privacytechnologyoptionsforsmartmetering.pdf
of AOL data (Barbaro and Zeller Jr. 2006) and statistical prediction of social security numbers (Acquisti and Gross 2009). Among existing remedies (Schermer 2011; Tocha et al. 2012), demanding transparency (Hildebrandt and Koops 2010) seems natural; we would like to know how and when we are profiled. Two problems prevent transparency from being a solution. The first is that governments and companies own the models and are not eager to share information because of security or commercial reasons. Models are based on statistics they gathered, and no (legal) mechanisms are in place to force them to share that information. The second problem is more severe: let us assume we do get all information related to your search results or your news items for today, how would we convey this information? Any reasonably sized model could produce many hard-to-understand explanations. In addition, the probabilistic information should be accompanied by the underlying statistical data, biases, settings of specific machine learning algorithms and so on. Such information would be impossible to understand for humans.

Thus, even when considering less (i.e. than profiling and experimentation) severe privacy threats, it seems that standard solutions do not suffice. Maybe it points to the fact that if technical countermeasures are appropriate, they should be just as smart and especially adaptive as the profiling and experimentation engines themselves. Artificially intelligent algorithms that automatically behave in such a way that they help the user in the control of information (i.e. privacy) and that can assist the individual in digital Skinnerboxes are an interesting direction which should be explored in follow-up research. If Google can invent automated chatbots42 that autonomously engage in inter-personal interactions on social networks, we can think of other types of bots that automatically represent us in digital domains, possibly negotiate about trading an individual’s data, see through possible manipulations of other bots (e.g. those of Google or Facebook or the government), or otherwise assist us in our digital society. Big tech companies are investing43 heavily in smart technology and AI, and it only seems natural that users of those systems should get help from the same technology (but with a different business model). However, technology as a solution to problems caused by similar technology seems like a good idea, but, for example, in the automated trading44 area, this has resulted in hard-to-understand and hard-to-control systems.

Solutions for privacy-related problems must also come from political action. Our tacit agreement to allow big tech companies and governments to digitally profile us and manipulate us using business models not known or comprehensible at the level of the individual, has not been given much thought. Democratic debate and decision are needed to make informed decisions about the kind of technological society we want. Is it ok for supermarkets to have the power to manipulate individuals far beyond the level of traditional advertisements? Is it alright for rich political parties to be able to influence individuals because they have better technology instead of better ideas? Is it ok for search engines to experiment with the news item they provide you with just for the sake of optimizing their global business model? Should we accept automated bots on internet forums that can influence or steer important discussions? What systemic risks arise if such control is enforced over many individuals? What happens to society if huge amounts of customers, voters, students or general, informed citizens can be predictively biased by technology capable of profiling and experimentation on a wide scale? These are relevant questions and they deal with the issue of control: the more powerful your technology is, the more control you have. More specifically, what is important is the gradual shift in who is in control. Kuhlmann, speaking about Skinner, stated:

In his view, wanting to choose freedom from control means to cling with “nostalgia” to an outdated concept of human nature—which at this point in history is not only naive but also dangerous because it stands in the way of redesigning western culture with a more

---

43 E.g. See http://www.wired.com/wiredenterprise/2013/12/facebook-yann-lecun-qa/
44 Related phenomena are automated trading systems where most human intervention is removed, mainly due to the speed of acting upon the data. See a story about hypertrading and what can go wrong at: http://www.bbc.co.uk/news/magazine-19214294

Political and democratic decisions should be at the basis of such a shift of control in other hands. The abovementioned recent NSA case makes the general public aware of some forms of growing power imbalances but a much broader discussion is needed on the type of technological developments we have described in this article: profiling and experimentation. This includes questions like: how can we detect (and cope with) the issue of experimentation (e.g. discovering living inside the Matrix) and how does it relate to free will and autonomy? This article aims to contribute to algorithmic literacy and becoming aware. “You’re getting paranoid, Carter. That’s a step in the right direction.”
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46 Quote from the television series, *Person of Interest,* (http://www.imdb.com/title/tt1839578/) season 1, episode 12. Person of interest is about a huge prediction machine for surveillance.


