In 2006, when I worked for the Open University (OU), one of my many teaching assignments was to write a study unit on the controversies of corporate power. The unit was to be the final element of a level-one module called Introduction to Business. The module was studied by thousands of people in diverse occupations, from submariners to ballerinas, soldiers to aid workers, cleaners to prisoners, and everything in between.

I have always been an advocate of incorporating critical perspectives into business teaching, a teaching philosophy I have followed to the present day. As I had to convince an army of OU tutors that this was a worthwhile task, I decided to approach the topic of corporate power through the use of a film—a 2006 documentary entitled Google: Behind the Screen by Dutch director Ijsbrand van Veelen. This documentary features Google execs who paint a picture of a primary-coloured employment utopia that is committed to the society-corporate win-win of end-user satisfaction in search. Its scientific recruitment techniques and the superior working conditions in “The Plex” were lauded. Marissa Meyer, who at the time was Google’s vice president, explains the company’s commitment to its motto “Don’t be evil,” and Vint Cerf (captioned as Vice President and Chief Internet Evangelist) explains the superior basis for their search-ranking algorithm. Both talk with an unblinking enthusiasm, reminiscent of scientology recruiters, as they characteristically deny any question of the company’s motives. Meyer counters the question “Are you a big brother company?” with a giggle, saying, “I’m sorry, that’s just not my view.” Cerf, when considering the question as to whether users should trust the content displayed in a google search, turns the question on van Veelen, himself, asking the viewer to consider whether his account of the company should be trusted. Attack is the best form of defence. Ian Brown (then at the Open Rights Group) summarised concerns about monopolistic surveillant behaviours. Others were concerned with some of the unpleasant pages being unearthed by various searches—holocaust denial, for example—for which, in a now familiar move, the company abrogated all responsibility. This was fertile ground for teaching corporate power.

Looking back over my tutor notes is oddly reassuring. I note that the organization characterises itself as “childlike,” which “sharply contrasts with its massive economic power and its core mission to organize the world’s information.” I direct tutors to question Meyer’s neoliberal inflection that it is important for the user

---

to be critical when viewing search results as “absolving Google of any responsibility in terms of the way its search engine works.” According to *The Age of Surveillance Capitalism*, at the time the film was made the organization was ramping up its exploitation of the behavioural surplus and leaving its competitors in the dust. The corporate motto “Don’t be evil,” so emphasised in the film, is simultaneously a smoke screen and an acknowledgement of the temptations inherent in what was then a newly emerging business model.

Reading *The Age of Surveillance Capitalism* is also oddly reassuring. For me, it contained very few surprises. The phenomena detailed within its pages have been a concern of surveillance scholars for the last twenty years. I would even go so far as to say it is not a work of surveillance scholarship at all. For reasons known only to the author, it sidesteps many of the contributions of surveillance studies and duplicates their core arguments. I have written both theoretical and empirical pieces that delve into many of the observations of surveillance studies, concerning, for example, enrolment in surveillance assemblages (Ball 2002), the surveilled body (Ball 2005), the political economy of interiority (Ball 2009; Di Domenico and Ball 2011), brandscapes and the smart city (Murakami Wood and Ball 2013), public-private boundaries and national security (Ball et al. 2015), normativity, the surveillant other (Ball, Di Domenico, and Nunan, 2016), and so on. Cohen’s (2012) concept of “semantic discontinuity”—spaces in information infrastructures where unpredictable activity occurs—appears to be very similar to Zuboff’s “right to the future tense.” Other surveillance scholars will no doubt find the same. If you were looking for a comprehensive treatment of surveillance scholarship, you won’t find it in this book.

But this book was not written for us. It is intended as a wake-up call for the educated business reader to recognize the massive power of the tech platforms. The book deploys the term surveillance in its popular form as a sensitising device. It has been written by someone who has spent their working life at an elite business school, and it reflects both the US business context and the form of critique that arises in the vernacular of the US business school. In terms of genre, if I were to compare it to anything, then it would be George Ritzer’s *McDonaldisation of Society* if only for the simple (but not only) reason that it displays a similar and welcome level of rancour. This essay reflects on the book in two ways. First, it offers my view on its major claims; then, it dwells on one of its aspects that I feel merits consideration: its continued use of a security lexicon. I claim that this lexicon betrays the insecurities that lie at the heart of the surveillance capitalist story.

*The Age of Surveillance Capitalism* is a work that constructs—at times in a poetic and elegant way—the history of two major corporations from documentary research and interviews of key informants. It forms a grand narrative of a new capitalist epoch, with terms to match, such as Instrumentarianism, Utopianism, and Big Other (the latter two being derived from B.F. Skinner’s novel, *Walden Two*). It features a light, at times implicit smattering of the classical social-theory cannon. The ghosts of Marx, Durkheim, and Weber haunt the text as false consciousness, anomie, and the iron cage of rationality are implied throughout part one. Throughout the text, inferences could also be made about other ghostly theoretical figures, such as Haraway’s God-Trick (1997), Foucault’s docile subject (1977), and Levinas’ Face (1969), but they are left un-interpellated. These glancing ricochets steer the narrative toward the main pillar of critique, based on Skinnerian behaviourism, and it is in part two that the main contribution is made. In the long-forgotten novel *Walden Two*, Skinner describes the utopia of living alongside a large-scale behavioural technology that drives decision making and overcomes what he saw as human limitations: free will and autonomy. The most convincing element of this book is its claim that Google has operationalised the large-scale behavioural technology Skinner envisaged. The exploitation of what Zuboff terms “the behavioural surplus” by the surveillance capitalists is an attempt at behaviourism on a massive scale. It is a story of dominance premised on the quest for behavioural certainty: even this, however, has already been discussed in this journal by von Otterlo (2014).

Pressing on, one is left in no doubt that this is the philosophy that drives the tech platform empires. Zuboff argues that the practices of surveillance capitalism move toward Skinner’s mass behavioural technology by rendering consumers both predictive and addictive. The practices of surveillance capitalists seem to undermine the critiques of behaviourism that arose in Skinner’s time. Then, critics argued that behaviourism
could not account for language development and memory. Behaviourism was also criticized as adopting an impoverished view of the human being as a mere product of its environment. The presence of an inner world was understood to be beyond the behaviourist explanation. Zuboff argues that the power and scale of analytics now render this interior world legible and open to manipulation and exploitation: a phenomenon I described as “The Political Economy of Interiority” in 2009. The corporate strategies involved are supported by intentionally unassailable governance structures and cultish corporate speech acts that exoticise Google employees as a chosen few. Using super-voter privileges, a level of dominance around corporate governance is revealed that closes down any questions about responsible and fair information practices, even from the shareholders themselves.

The critique, however, does not go far enough. At the end of part two, Zuboff draws on Karl Polanyi to argue that “if industrial civilization flourished at the expense of nature and now threatens to cost us the Earth, an information civilization shaped by surveillance capitalism will thrive at the expense of human nature and threatens to cost us our humanity” (2019: 347). After such a strong statement, I was looking forward to the book’s final pages as being a treatise on the enduring relevance of autonomy, possibilities for new commons, privacy beyond the individual, perhaps a cross-cultural comparison that relativised surveillance capitalism and prised open new ways of thinking. How is this to be addressed at scale? Unfortunately no such analysis materialised. Predictably, artistic critique was considered as resistance and further coverage was given to the imp...
For several years Iain Munro and I have been working on a set of ideas that explores the extreme politics of information networks as a war by other means. The work, which is still in development, argues that corporate communications networks reflect many military characteristics. We have researched multiple documentary sources and argue that the militarisation impetus comes from government and is readily transferred to the corporate world. But we see in The Age of Surveillance Capitalism how exceptionalism, rendition, and other war-like notions begin in the corporate arena just as readily.

The idea of politics as a war by other means is discussed by Foucault (1977, 2003) and is an inversion of military strategist von Clausewitz’s (1832) observation that war is politics by other means. Foucault’s concern was to address how military techniques had migrated from the military to the civilian realm, recoded as the police state to control revolutionary action and civil war. Von Clausewitz’s work has also influenced recent scholarship on information warfare. Klimburg (2017), for example, argues that an inversion of von Clausewitz has been used in Russian military intelligence in order to categorise all information as a potential weapon. Some have downplayed the military presence in communications networks (e.g., Rid 2013), whereas others have noted that this has played a significant role both in the funding of hi-tech research and in the policing of networks (Powers and Jablonski 2015). Communications networks have been framed as being a “special kind of battlefield” (Terranova 2004), a site of “cyberwars” (Arquilla and Ronfeldt 1997), and as exemplifying a militarized “state of exception” (Jordan 2015; Lyon 2015). Even Castells (2005: 6), who emphasises the emancipatory potential of communications networks, concedes that “technological development is controlled by the military.”

A key element of Foucault’s take on von Clausewitz is the idea that militarization propagates between the state and society in a transversal rather than top-down manner. Iain and I argue that there are a number of mechanisms through which this transfer takes place in the surveillance and security context—the “other means” to which Foucault refers. Innovations in surveillance technologies are co-produced through the subcontracting of corporate services to the military. Corporations are also legally co-opted to provide data for national security purposes and, as Zuboff argues, there is a revolving door of expertise between the tech giants and the military. Whilst this network of alliances is at times unstable, there is no doubt that it is pervasive in a number of industrial sectors including that of the surveillance capitalists (Ball et al. 2015). Companies such as Amazon, Facebook, Google, and Microsoft all work closely with military and national security organizations. The extent of these collaborations and their influence urgently needs to be understood.

Considering the exceptional politics that seems to pervade so much of what the surveillance capitalists do, this war by other means is fought on many more different fronts than we have considered so far. Apart from active involvement in national security governance and the processes detailed in the previous paragraph, it is also reflected in the metaphors used in everyday interactions, the strategies of denial and defence in official communications and corporate governance, the cultural brainwashing of employees, and the addictive designs people are anxious to live without. Even if this book is more likely to be found in an airport bookshop than in a learned library, it has still provoked reflection on the insecurities that drive the path dependencies of mass surveillance in the corporate world. The Age of Surveillance Capitalism highlights that security and insecurity are at the heart of corporate power, especially in a dominant form of commerce that has mass surveillance as its core process.
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