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Abstract – Management, measurement, and visualization of graduate attributes in a program can be complex and challenging. At the University of Ottawa, we have developed a Graduate Attribute Information Analysis system (GAIA) to support performance management of graduate attributes. It simplifies data collection and improves visualization of results with historical trend analysis at both the course level and the program level. Graduate attribute measurements are defined in a tool that can flexibly integrate internal indicators (such as tests, assignments, exam questions) or external indicators (such as surveys or feedback forms). We have mapped the assessment results with a four-scale rubric that allows the use of weighted grading when dominant and secondary components apply. And we support measurement-specific range boundaries to better match the expected level of knowledge students must achieve.
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1. INTRODUCTION

1.1. Motivation

As part of the accreditation process in Canada, undergraduate engineering programs are obligated to demonstrate that their programs effectively train students in the twelve CEAB Graduate Attributes (GA) [1]. They are obligated to establish a measurement process of these 12 GA throughout the program, and use the data for continuous improvement. Establishing a proper system for data collection, reporting, analyzing and tracking historic data trends to inform future program improvement is essential for accreditation. In this paper, we evaluate the Graduate Attributes Information Analysis system (GAIA) developed at the University of Ottawa for data collection and analysis and outline the graduate attribute evaluation process that has been implemented using the tool.

1.2. Literature Review

To develop and establish an efficient procedure for assessing GA we first explored related publications from different Canadian universities. Harris et al give detailed explanations on the process of merging CEAB GA and Undergraduate Degree-Level Expectations at Carleton University [2]. In the process of merging, they have identified the need of adding a missing graduate attribute, Attribute 13 – Limits of Knowledge. An interesting way of defining sub-attributes and relating them with their respective indicators, measures and rubrics was done at the University of Alberta [3]. A similar model of program mapping is shown at the University of British Columbia [4]. It uses existing course evaluation tools whenever possible in the data collection process. They also show how analysis and interpretation of data was implemented to identify strengths and weaknesses within the programs. The University of Calgary divides the GA into Sub-Categories and breaks down each sub-category into learning objectives [5].

In terms of finding suitable software support for outcomes-based assessment, we look at tools developed by vendors and available on the market, as well as software solutions created by different engineering schools. In 2012 in a joint paper from Queen’s University, University of Calgary, University of Toronto, Concordia University, University of British Columbia, University of Manitoba and Dalhousie University compared their institutional approaches to CEAB GA requirements. Concordia’s AAS LMS has been identified as most notable for its capability to collect data and rubrics and its ability to allow data sharing between instructors [6].

[9] conclude that different software tools may be used to assist in different aspects of the graduate assessment process. They set up an evaluation criteria to be used when adopting a software tool. The authors stress on the importance of selecting a tool based on its functionality and compatibility with local needs rather than its popularity. [9].

Several universities have created their own software information systems. Saunders and Mydlarski from McGill University introduce an interesting approach in the search for a learning management system adaptable to the needs of their Faculty of Engineering [10]. They discuss the evolution of instructors’ own methods and tools to faculty-wide in-house tools to using the commercially purchased learning management software. The authors identify the process of actual measuring GA performance as the most difficult step in meeting the CEAB graduate attributes and continual program improvement criteria.

American universities are also using their own assessment tools rather than adopting an off the shelf system [11]. A comparison of the features in two off-the-shelf systems, Compass and Outcomes Database, and the ABET Course Assessment Tool (ACAT), created at the University of Nevada, show 100% compatibility for ACAT, 33.3% for Compass and 66.7% for Outcomes Database.

We also revised publications outlining the experience of ABET (EC 2000), Australian Engineers and UK Engineering Council in their process of accreditation. Through exploring development of GA in Australian universities, Radloff, De La Harpe, Dalton, Thomas and Lawson have identified that the academic staff finds that assessing GA has proven challenging for the last decade [12]. They see the solution as deeper engagement of the staff into shared understanding on how to teach and assess GA. These rather political reasons for academics’ resistance become a subject of Chanock’s article on developing criteria to assess GA [13]. Chanock proposes a step down from the mandatory adoption of GA and instead empowers instructors to identify the GA they see most integrated into their subject.

At the University of Ottawa, we have implemented the same approach. Our GAIA tool gives freedom to academic staff involved in assessing particular KPI to identify and use agreed upon assessments they find most appropriate for the purpose of that GA evaluation.

1.3. The Problem

Difficulties in incorporating learning outcomes into GA have been identified as one of the reasons for the gap between what is valued and what is taught [14]. Thus, the task of reducing complex GA to Key Performance Indicators (KPI) and defining their respective learning outcomes becomes the first challenge. Finding a way to use (when possible) and/or modify (when needed) assessment tools and rubrics already in place is second. The last most challenging task is to incorporate GAs, KPIs, assessment tools, measurement criteria, course information sheets, data collection and analysis into one information system that generates achievement reports and informs program improvement. In addition, the assessment system needs to be user-friendly and time-efficient. It serves the purpose of (i) measuring GA performance and informing continual program improvement, and (ii) minimizing the overload and tension accompanying any data collection and analysis process.

1.4. Solutions Considered

In early 1990’s the graduate attributes in Australia were referred to as Personal Transferable Skills [13]. One of the first formal definitions of the term Graduate Attributes describes them as “qualities, skills and understandings a university community agrees its students should develop during their time with the institution”[15]. In 2006, Paul Hager and Susan Holland define graduate attributes as “collection of various qualities and capacities distinguished from the discipline-specific knowledge and associated technical skills”[16]. In 2006, Simon Barrie gives the most popular definition of GA as “skills, knowledge and abilities of university graduates, beyond disciplinary content knowledge, which are applicable to a range of contexts”[17].

At the University of Ottawa, we have adapted Barrie’s description, and we have matched each GA to discrete learning outcomes that can be measured. Course instructors have selected an appropriate assessment tool to measure each specific learning outcome for their course. Collecting data was done at a course level through a spreadsheet filled in by the instructor. Then data from those spreadsheets was imported into another Excel summary sheet for analysis and reporting across all courses in a program. This process served well at the initial stage of accreditation, but over time has proven to be highly inefficient. Several tools on the market were considered, but the compatibility of those tools to the GA analysis and development process we already have in place is problematic. Thus, we looked at ways of improving our in-place resources and evolving them into an information system, Graduate Attributes Information Analysis system (GAIA).

1.5. Selected Methodologies

The process of GA data collection is course-level based. The Course Data Entry Form automatically generates reports and graphs showing engineering graduate assessment based on data entered by instructors.
Assessment tool used in evaluating student achievement toward specific LO is selected by academic staff. In cases when course instruction is shared by several instructors, assessment tool choice is a collective decision. Data entered into the system is being processed, analyzed and reported at program level. The tool in its current stage is already online and we are looking to improve issues related to security, data access and sharing.

1.6. Significance of the results obtained

Analysis and reports are being generated by GAIA through Course Data Entry Form and Program Report Form. Thus, the tool informs program improvement at both levels. It provides better visualization of the results by presenting them in graph and table form. Data entry is executed through Excel spreadsheets, which minimizes the need for user training. Visual Basic support allows for easy access to dynamic interactive charts. The software engineering program has been using it for a year now, and we are in the process of rolling it out to other engineering programs at the University of Ottawa.

2. UNIVERSITY OF OTTAWA GRADUATE ATTRIBUTES INFORMATION SYSTEM

2.1. System Structure

CEAB measures program performance according continual improvement as measured against graduate attributes. This requires assessing program performance levels against program expectations for twelve graduate attributes and establishing a procedure for program review leading to actions for program improvement. Figure 1 shows the continual program evaluation and improvement cycle we have established at University of Ottawa. The shaded ovals indicate the parts of the cycle that are directly supported by GAIA.

![Fig. 1. Program Evaluation and Improvement Cycle.](image)

GAIA has two components – a Course Data Entry Form (CDEF) per course and Program Report Form (PRF) per program. Each form is implemented as a macro-enabled Excel Spreadsheet that is delivered and collected through a web interface. At this stage, we have three programs assessing GA development through GAIA.

Each CDEF feeds data to a PRF that generates GA reports at the program level. Figure 2 shows the relation between GAIA components. At this stage, the reports are built on data from last four years (2012–2015). Currently GAIA is set up to accumulate data analysis and reports until year 2020 when our next accreditation will take place. Instructors enter assessment data by the end of each semester. A system administrator oversees if the process is completed on time and initiates emails to academic staff if needed.

![Fig. 2. GAIA Components.](image)

2.2. Course Data Entry Form

The CDEF accommodates qualitative and quantitative data. Instructors enter data manually or copy-and-paste from the university grades management system (blackboard) when the measurement tool is based on course data. However, student surveys, employer surveys (for COOP), and other qualitative measures can be used as well. There is a column for each learning outcome measured relevant to a GA. Each cell contains a student score. Entering student identifiers is optional since we are simply interested in aggregating the results to support analysis per cohort, not per student. Instructors can adjust how they measure the learning outcome, but not the list of learning outcomes and graduate attributes assessed. If a change is required, it can be done by the system administrator, upon approval by the Program Curriculum Committee. The CDEF provides (i) data entry sheet, (ii) course information sheet (syllabus), (iii) measurement rubric and (iv) graphical charts to show results and year over year historical trends for the course. This includes a learning outcome achievement graph (see Fig. 3), that processes the data into four achievement categories – Exceed, Meet, Marginal and Insufficient. The categories are fixed as determined by the Program Curriculum Committee.
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There is also a historical trend graph type (see Fig. 4) that shows how well the course is meeting expectations for its learning outcomes over the last 4 years. The 60% boundary is the minimum score for a program to meet CAEB requirements. Data above the 80% boundary indicates a KPI for which the program has exceeded expectations. All graphs are dynamic and generated by the tool immediately after entering assessment data.

2.3. Program Report Form (PRF)

The Program Report Form (PRF) is read-only workbook. Data from all the CDEF forms for a program is imported and processed to support analysis of the program. It accommodates assessment data entered to GAIA through CEDF for all programs throughout the years. It generates reports and provides historic trends of GA data at program level.

The PRF can be accessed from the home page of each engineering program on the GAIA website. The tool measures cumulative impact data input has on program performance. It generates all types of graphs and reports needed to inform program improvement. PRF has links to Curriculum Map (CEAB 3.1.1), Attribute Indicators (CEAB 3.1.2), Assessment Tools (CEAB 3.1.3), Assessment Results Data (CEAB 3.1.4), continual improvement CEAB document, and a sample Course Information Sheet (Appendix 6C). It also has links to graphical presentations of each KPI assessment and shows the contribution each course has in its measurement. The tool generates reports in table form as well. They are easier to read and present information in word and number form.

Figure 5 is a sample table report generated for the purpose of this paper. It shows one of the KPIs for GA 5 that was measured by two courses.

GAIA supports the table report by a graphical presentation of the same data. A screen shot of the graph generated from the table data above is shown on Fig. 6 below.

2.4. Weighted Grading

To assure better evaluation of student achievement on a particular KPI, many instructors use combined data from several assessment tools (assignment, survey, test, lab, report). In such cases instructors had to record and average the data separately, prior to entering it into CDEF. We recently modified the data entry sheet to eliminate this time-consuming task. At its current pilot
stage, CDEF allows recording of up to three components per KPI. It also supports weighted calculation per component. Table 1 below shows a sample of such data entry sheet. The calculation to combine the three components into a single measurement (based on the weights) is done automatically by GAIA.

<table>
<thead>
<tr>
<th>GA KPI</th>
<th>GA 6 KPI</th>
<th>GA 6.a KPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Component</td>
<td>6.a.1</td>
<td>6.a.2</td>
</tr>
<tr>
<td>Assessment Tool</td>
<td>Weight (%)</td>
<td></td>
</tr>
<tr>
<td>Assessment Out of</td>
<td>1 Data Entry_1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 Data Entry_2</td>
<td></td>
</tr>
</tbody>
</table>
| | ... ... ...
| | i Data Entry_i |

Instructors define the assessment tool used to measure each component and enter its weight in the overall KPI grade. The system performs automatic checking during the data entry to ensure the sum of weights assigned per component does not exceed 100%. If detected, the cell becomes red, indicating the mistake. Course instructors enter maximum score (“Assessment Out of”) per component and raw grades per each student (“Data Entry 1, 2, …”). The index i indicates number of students. At this stage GAIA accommodates up to 1000 students.

Using the values entered the tool performs a matrix transformation to calculate the overall grade per KPI. In the explanation below we refer to:

- \( C_j = \text{Student Grade per Component} \),
- \( 0 \leq C_j \leq MS \)
- where \( i = 1 \ldots m \) (number of students),
- \( j = 1 \ldots n \) (number of KPI components)
- \( W_j = \text{Weight per Component} \)
- where \( j = 1, 2, 3 \)
- and \( \sum_{j=1}^{3} W_j = 100 \)

The equivalent matrix form of the data entry is:

\[
\begin{pmatrix}
W_1 & W_2 & W_3 \\
C_{ij} & C_{ij} & C_{ij} \\
C_{ij} & C_{ij} & C_{ij} \\
\ldots & \ldots & \ldots \\
C_{ij} & C_{ij} & C_{ij}
\end{pmatrix}
\]

The tool generates two separate matrices - matrix \( C \) from the components scores and diagonal matrix \( W \) from the weight values. By performing matrix multiplication, the system generates weighted matrix \( A \).

\[
A = C \times W = \begin{pmatrix}
C_{ij} & C_{ij} & C_{ij} \\
C_{ij} & C_{ij} & C_{ij} \\
C_{ij} & C_{ij} & C_{ij} \\
\ldots & \ldots & \ldots \\
C_{ij} & C_{ij} & C_{ij}
\end{pmatrix} \times W = \begin{pmatrix}
W_1 & 0 & 0 \\
0 & W_2 & 0 \\
0 & 0 & W_3
\end{pmatrix}
\]

To calculate the resultant KPI score per student, the tool performs \( \sum_{j=1}^{3} W_j C_{ij} \) for \( i = 1 \ldots 1000 \).

GAIA handles uniform distribution (all weight values are equal), step distribution (one of the weight values is different), and linear distribution (all weight values are different).

### 3. CONCLUSIONS AND FUTURE WORK

The use of GAIA for the purposes of accreditation brought several positive outcomes. As an administrative tool, it minimizes the time needed to record and process assessment data. Being web-based, it supports data sharing and provides easy access to GA assessment records across courses and programs. The automated generation of graphs and reports supports identifying weaknesses and areas for development.

We are working on modifications that will allow GAIA to be used across all engineering programs. In the latest version of its Guide for Outcomes-based Criteria, CEAB has imposed two changes. One is related to a new content-level course codes. There will be three codes only – Introduced (I), Developed (D) and Applied (A). All combinations have been eliminated. This will require general revision and modification of course information sheets and graduate attributes measured by course. The second change is related to adding four explicit components to GA 1 (Knowledge base) that require comment: mathematics, natural sciences, engineering fundamentals, and specialized engineering knowledge [18]. Both changes in the requirements have not been reflected on GAIA yet.
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